Integrating Al with Meta Human Avatars
iIn Unreal Engine

A complete hands-on guide to implementing smart
NPCs in Unreal Engine using Convai.
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Overview: From Setup to Smart NPCs with LLMs TUTI

1. Introduction 3. Useful Plugins in UE 5
« What are Large Language Models (LLMs)? » Some related plugins and what they are used for
* Brief History of LLMs * What is Convai?

» Why integrate them into games and virtual worlds?
4. Unreal Engine Setup

2. LLMs in Virtual Reality Games (based on research) * UE 5 and project initialization
* Dynamic NPC Interactions
* Procedural Storytelling 5. Advanced Integration
* Intelligent Game Masters » Step-by-step Convai plugin integration
* Personalized Player Experience
 Accessibility, Inclusivity, and Usability 6. TUMSPhere
7. Q&A
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What is a Large Language Model (LLM)? TUTI

* LLMs are neural network systems trained on massive text data to understand and generate
human-like languages.

Recent LLM models you've probably heard of or even used:

 GPT (OpenAl) — powering ChatGPT

 BERT (Google) — known for deep text understanding (used in Google Search)

« LLaMA (Meta) — open-source, efficient

* Gemini (Google DeepMind) — multimodal model integrated into Google products
« PaLM (Google) — integrated into Bard (now named as Gemini)

« Claude (Anthropic) — known for long context and helpfulness
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A Brief Story of LLMs UM

* Pre-2010: Rule-Based & Statistical NLP
» Early systems relied on handcrafted rules and
statistical models (e.g., n-grams).

» Limited to domain-specific tasks, poor scalability. r
Natural Language Processing (NLP) is the field of (
Al focused on enabling machines to understand, ,?
interpret, and generate human language. It is like A,«/ﬂ(/,/’g%r
the intersection of linguistics, computer science,

and machine learning, powering applications like with a program to help solve

personal problems.

chatbots, translation, voice assistants, and LLMSs.
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A Brief Story of LLMs Tum

*2013-2017: Word Embeddings & RNNs

» Word2Vec, GloVe introduced vector-based word meaning, they represented words in continuous vector
spaces, capturing semantic relationships between words.

» Recurrent Neural Networks (RNNs) and Long Short-Term Memory (LSTM) enabled more context-aware
language processing and allowed for more improved text generation and sentiment analysis.

* 2017: The Transformer
» Vaswani et al.'s paper “Attention Is All You Need” introduced transformers.
» Parallel training + self-attention = breakthrough in scalability and context comprehension.

* 2018-2019: Pretrained Transformers (BERT, GPT-2)
» BERT used bidirectional context, excelling in understanding tasks.
» GPT-2 used autoregressive decoding, generating fluent, coherent text.
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A Brief Story of LLMs TUTI

* 2020 - 2022: Scaling Up — LLM Era
» GPT-3 (175B params), GPT-4, Claude, PaLM, LLaMA, etc.
» Emergent abilities like reasoning, coding, vision integration (e.g., GPT-4V).

* 2023-2024: The Rise of Multimodal and Optimized LLMs

» OpenAl released GPT-4, introducing stronger reasoning, safer responses, and extended context
windows (up to 32K tokens).

» Later in 2023, GPT-4 Turbo was launched — a cheaper, faster version optimized for ChatGPT and API
use, becoming the default model in ChatGPT Pro.

> In 2024, GPT-40 ("omni") brought native multimodality, combining text, vision, and audio in a single
model — enabling real-time, speech-based, and visually grounded interactions.

Around the same time, Claude 1 by Anthropic emerged as a leading alternative, praised for its human-
aligned conversation style and robust reasoning.
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A Brief Story of LLMs TUT

* 2024: Open-Source Acceleration
» Meta released LLaMA 3 (8B and 70B), improving open-source access to GPT-4 level models.
» DeepSeek-V2 and Mixtral gained popularity for strong math and code reasoning abilities.

* 2025: Gemini 1.5 and Claude 3
» Google’s Gemini 1.5 offered 1M token context, advancing long-context interaction and code capabilities.
» Anthropic’s Claude 3 improved logic, summarization, and safety even further.
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Why integrate LLMs into games and virtual worlds? Tum

v Intelligent Behaviors
Al characters can “reason”, adapt, and respond meaningfully to dynamic in-game events and player
behavior.
v Emotional & Personalized Experiences
Personalized dialogue and emotional understanding increase immersion.
v" Procedural Storytelling
LLMs support quest generation, branching narratives, and player-driven storytelling.
v" Puzzle Solving & Tutoring
In education or puzzle-based games, LLMs can act as in-game tutors, or adaptive helpers.
v" Accessibility & Localization
LLMs can dynamically translate or simplify content, making games more inclusive.
v" And many more...
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Why integrate LLMs into games and virtual worlds?

[ Personalized Help Agents ]
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Why integrate LLMs into games and virtual worlds?

Supporting Preschool Emotional Development B TI.ITI
with Al-Powered Robots

: Week ' Week @ Week : Week : Week ;| Week : Week : Week : Week :

Child-Robot Interaction b . .
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[PAT: Emotion Recognition Assessment. 7" Educator Acceptance Evaluali
commeo PA2: Social Interaction Response Assessment | $1 and S2: Parental Acceptance E
process the cata PA3: Collaborative Problem-Solving Assessment |

* Al-powered robots are effective tools for enhancing
emotional developmentin preschoolers.

* Future research will explore long-term impacts and
refine interaction design based on child-robot trust

dynamics and inclusion.
Ops

Paper

DC 2025 - Reykjavik, Iceland Santiago Berrezueta-Guzman, Maria Dolén-Poza, Stefan Wagner
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LLMs in Virtual Reality Games (based on research) TUTI

» A study was conducted in April 2025 at the Technical University of Munich exploring how LLMs can
enhance player experience within VR environments.

» The research analyzes how LLMs enable intelligent, responsive, and emotionally aware interactions,
transforming traditional NPCs into adaptive and context-aware virtual agents.

» This presentation highlights five key areas where LLMs can revolutionize VR games: Dynamic NPC
Interactions, Procedural Storytelling, Intelligent Game Masters, Personalized Player Experience, and
Accessibility.

How LLMs are Shaping the Future of Virtual Reality
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Dynamic NPC Interactions TUT

>

>

LLMs enable emotionally intelligent NPCs that can adapt dialogue based on player tone, sentiment, and

context.
With LLM implementation like GPT-3 or 4, it is possible to generate facial expressions, gestures, and lip-

sync aligned with speech.

Emotionally expressive NPCs increase player immersion and produce nuanced psychological
responses.

Memory-aware systems like these ensure long-term consistency in conversations with the NPCs.
Multimodal interaction through voice, gaze, and gesture further humanizes NPC behavior, improving
believability and trust.
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Procedural Storytelling TUT

» LLMs can generate adaptive, branching narratives that evolve with player decisions in real time.

» Systems like Quest-GPT-2 and PANGeA demonstrate LLMs'’ ability to create diverse quests and dynamic
scenes.

» Scene-aware storytelling allows characters to reference the environment and deliver spatially grounded
dialogue.

» Persona-based dialogue systems help maintain character identity and emotional consistency.
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Intelligent Game Masters TUTI

>

A\

LLMs can function as dynamic Al game masters, narrating, adjusting scenes, and improvising with
players.

They support the game immersiveness by managing rules, tracking progress, and adapting challenges.
Players prefer emotionally supportive and cooperative Al Dungeon Masters, which enhances trust and
engagement.

Real-time assistants in VR show how LLMs can guide players without breaking immersion, both in
entertainment and serious games.
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Personalized Player Experience Tum

>

>

LLMs support personalization through adaptive dialogue, emotionally tailored narratives, and memory of

prior interactions.
Voice-based NPCs and human-like avatars improve engagement and make players feel “seen” by the

game.
Familiar-looking NPCs or avatars that reflect user preferences improve comfort and immersion.
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Accessibility, Inclusivity, and Usability TUT

Spoken scene descriptions enable visually impaired players to navigate VR spaces.

Educational tools with LLMs help autistic learners practice communication and learn independently.
Inclusive design is supported through personalized difficulty, simplified dialogue, and cultural adaptation.
Hand tracking and natural input methods also boost usability for less tech-savvy users.

YV V V V
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Plugin Spotlight: Tools for LLM Integration in UE5 TUM

Through our research, we observed that there are multiple approaches to bringing LLM capabilities into
Unreal Engine environments. While the language generation core can be handled by models like GPT-3.5
Turbo, enabling real-time interaction, emotional response, and immersive behaviors requires a robust plugin
ecosystem.

We began by adding a chatbox using OpenAl's GPT-3.5 Turbo and GPT-4 via the VaREST plugin and are
currently working on implementing text-to-speech, lip sync, and multimodal feedback.

Here are some Unreal Engine 5.5 plugins we found particularly useful for integrating LLMs in VR
development:
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Plugin Spotlight: Tools for LLM Integration in UE5 TUTI

HTTP GPT
A lightweight REST-based integration layer that communicates directly with GPT endpoints. Ideal for quick
prototyping and testing GPT-based responses within Unreal Engine.

Runtime Al Chatbot Integrator
Enables embedding of real-time conversational agents in gameplay. Compatible with behavior trees and
animation systems, allowing adaptive and immersive interactions.

RUNTIME
Al CHATBOT
INTEGRATOR

llIElevenLabs @OpenAl
) deepseek ¥ Claude
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Plugin Spotlight: Tools for LLM Integration in UE5 TUTI

Runtime Speech Recognizer
Provides voice input capabilities without relying on cloud services. Useful for creating responsive, low-

latency Unreal Engine projects with voice commands and local speech understanding.

VaREST
A widely adopted plugin for handling HTTP and REST APl requests in Unreal.

Popular for general-purpose API integration due to its flexibility and ease of use.

RUNTIME UNREAL plugin

lll ENGINE

SPEECH
7 _RECOGNIZER VaRest
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From Text to Presence: What Makes an NPC Feel Real? T|_|T|

Text-based interaction is only the foundation—intelligence goes far beyond.

While basic LLM integration allows text-based conversation with NPCs, a truly intelligent virtual character
needs much more:

Text-to-speech (TTS) & Speech-to-text (STT)
Lip-syncing based on what’s being said

Personality & backstory memory

Facial gestures, emotional expression

Interaction with nearby objects & context awareness
Voice customization & emotional tones

OCo0O0O00 0
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Convai - Conversational Al for Virtual Worlds UM

To bring these to life, today we’ll use Convai — a powerful platform for building Al NPCs in games.

+ Convai offers free usage for up to 50 monthly interactions.
* Now let’s integrate the plugin and create our first Metahuman with real conversational abilities.
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Unreal Engine Setup - Installing UES.5

1. Download Epic Games Launcher

Go to epicgames.com
Download and install the launcher

Sign in with your account or create a new account

\"

ICVR 2025
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http://epicgames.com/

Unreal Engine Setup - Installing UES.5

2. Install Unreal Engine 5.5

Open the launcher

Navigate to the Unreal Engine

Select the most recent version (currently 5.5.4) and start the installation
Choose the install location

UNREAL ENGINE
Preview

Unreal Engine 5.6 Preview Now
Available!

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn
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Unreal Engine Setup - Project Initialization

3. Create a New Project

1)
2)
3)
4)
5)
6)

Select the Games category

Choose the Third Person template
Set Blueprint + Include Starter Content for testing

Choose your project folder
Name your project
Click Create

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn
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Steps to Create a New Project in Unreal Engine

TUTI
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Now Let's Download the Convai Plugin!
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1. Go to the Epic Games app.

= (s

Launch
@ Epic Games Unreal Engine 5.5.4 B

Save the Date for State of Unreal 2025!

STME[}[J UNREAL

£ Live June 3rd @ 9:30 AM ET!

Featured Content Featured Screenshot

SN
- B
N \\‘\ ,‘.

UNREAL ENGINE

2 Ruins of the Cloud Temple
Preview

Unreal Engine 5.6 Preview Now Inside Unreal | Maximize and Steady Weekly Spotlights
Available! Performance in UE Mobile Development
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2. Click on the “FAB” tab from the top menu bar.

@ Epic Games

4

u

Unreal Engine

Everything you
need to build
new worlds

Unreal Engine Marketplace is now Fab - a new marketplace
from Epic Games giving all digital content creators a single
destination to discover, share, buy and sell digital assets.
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3. Type “Convai’” into the search bar.

v & Resultsfor "convai® | Search |- X+

2 fab.com/search?q=convai

Q convai } > RE ®

Search Results for "conv

View

Technical features . Formats Licenses Publishers Y More filters Sort by: Relevance
& Products

228 Publishers
2 Unity
@ unre

@ UEFN

Product types

33 All products 9 - . .

Enlash - “convai ¢

Al for NPC, MetaHuman - Dialo... % 4.5 (101) Convair F102 Delta Dart Low Poly Static Convair model 49
Conva angarceroun tizensnip

rom €15.80* From €36.90*

-2 ICVR 2025

International Conference on Virtual Reality




4. Click on it and add it to the library.

& Alfor NPC, MetaHuman - Dialc X +

25 fab.com/listings/ba3145af-d2ef-434a-8bc3-f3faldfe7d5c

E
L i

Backstories

Personality
and Style

State of Mind
(Emotions)

/1\

Guardrails

Long Term
Memory

Multilingual
Support

.
Knowledge
Base

e Convai

Al for NPC, MetaHuman -
Dialog, actions and general
intelligence - by Convai

45 Wk W k¥ Ratep

101 ratings

& Saved in My Library

View in Launcher View in My Library

Included formats

o

i -
Narrative ’ i
Design )
s S — Al - _— Details

T srTres -1 E
V? Internali;:nal Conference on:VirtL:al Re§l
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5. Open your Unreal Engine project. From the top menu, go to Edit — PIuginsTI_ITI




6. In the Plugins, search for “Convai”. Check the box, restart the edito

MyProject

&, se £} Settings v

% Perspective ~ @ Lit  Show o2 ® % @i &L Pos o 5 = Outliner

K-

Type
% Plugins

+ Add "P(uqlnD@ X conva L+ Settings
igin

& ALL PLUGINS

o Version 3.5.0
INSTALLED ids unctions and components to integrate S]] API Convai Inc. x
S
Codecs -
1

Media Players

ThirdPersonMap (Editol

Runtime

BUILT-IN

Android
ndroid Background S

Animation

bt Augmented Reality
éﬂ 3ac {HTTP A You must restart Unreal Editor for your changes to take effect @ Restart Now
By / . BlendSpace 1
; UL
/7 7/ \ A2

5 Content Drawer [ Output Log EJCmd v
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We enabled the plugin. Now it is time to add our first
Metahuman to the scene!!

|||||||||||||||||||||||||||||||||||||||

33



1. Open Quixel Bridge — Top menu: Window — Quixel Bridge

ThirdPer
G

Cinematics
Content Browser
Details

® ImgMedia

= Outliner
Viewports
Virtual Production
World Partition
Color Grading

Env. Light Mixer

Layers
Levels

Light Mixer
Place Actors
Variant Manager
World Settings

Device Output Log
Message Log
Output Log

Open Marketplace
Quixel Bridge
Fab

Load Layout

¢ Save Layout




2. Go to MetaHumans tab.

Bridge

HOME

MetaHumans

0L 1

An update to the Bridge plugin is available.
If you're working from Source or Perforce
stream, update your fork of the Bridge

plugin source code to get the latest update.

s treasure!
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3. Choose a character — Click on a preset (e.g., “Zeva”), then click

“Download’.

MetaHumans

MetaHuman Presets

An update to the Bridge plugin is available.
If you're working from Source or Perforce
stream, update your fork of the Bridge

plugin source code to get the latest update.

EmMCO=DQO:"
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4. Once downloaded, click the “Add” button (This imports all assets into your TI_ITI

project under /Content/MetaHumans/).
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5. Go to Content Drawer — Content — MetaHumans.

Edit

A ThirdPersonMap
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6. Drag and drop “BP_YourCharacter” from the Content Drawer into the IeveI.TI_ITI

Edit Window Tc B Ac Helf

A ThirdPersonMap

{ Add
Favorites

MyProject

» Collectior @ Q
r [ Output Log
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1. & We now have a Metahuman in our scene, ready for Convai integration. TI_ITI

ile  Edit  Window Is d  Select MyProject

A ThirdPersonMap

& Perspective

Type
Map (Editor)

55 ac
# Details

2 SM_Cube

2 SM_Cube (Instance)

+Add Z»Fab

» Favorites Q

Ak b b b b b

FemaleHair FemaleHair_pfr Materials Previews

‘ v MyProject (o}

@ @y EBDerivedData v
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Now let’'s add some animations to our character!
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1. Navigate to your Metahuman asset and double-click to open it in the

Blueprint Editor.

MMMMMM

sform

Materials
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2. Click the Viewport tab & on Body component on the left.

-t v
© Diff
#| Component == Viewport
+ Add - 2 A % 210 7025

Perspective
Variable

© BP_Zeva (Self)

Transform

¥
®

H

® -
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e

H
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M My Blueprint

-+ Add Q
Sockets

GRAPHS ®
f

Animation

overide v @
ot " A M

Animationlr
F ConvertToMateriallnstanceDynam
£ Set
f HairLODSetup

MACROS
Materials

VARIABLES
Components

Live Link
Live Retarget
Component Tick

Materials

EVENT DISPATCHERS
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3. On the right panel, under Animation — Anim Class, choose:

Convai_MetaHuman_BodyAnim.

dit  Asset  View

Materials
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4. Then we do the same for Face component. On the right panel, under

Animation — Anim Class, choose: Convai_MetaHuman_FaceAnim.

vvvvvvv
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5. In the top bar, click Class Settings. On the right, find “Parent Class” and TI_ITI

change it from Actor to: ConvaiBaseCharacter.

nnnnnnnnn
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TUTI

ConvaiBaseCharacter is a simple blueprint that includes several helpful functions to
simplify and speed up your setup process.

If you're curious, you can explore its logic by clicking the edit icon in the top-right
corner. Feel free to review, modify, or disable any built-in functions depending on
your needs.

In this tutorial, we’ll keep things simple and won'’t dive into its internals—our focus is
on helping you get an intelligent, talking Metahuman up and running as quickly as
possible.

Now let’s add the lip-sync!
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6. Click Add on the left, and then “Convai Face Sync”.

®; simulation

Viewport
Perspective Zee @Fozs m1  q
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conv
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o) SN Player
(&4 [T Voice Comp
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®
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F SetUpdateAnimationlnEditor
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% S Rendering
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Components
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Materials
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Content Drawe [ Output Log
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# Now, Let’s Set Up Our Player Blueprint 8
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A ThirdPersonMap

= I
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2. Let’s select First Person and click Add to Project.

MyProject
A ThirdPersonMap

&, Selection Mode v

® . Y sn D © O CIo

38 Setiinas v
{CF Settings

£ 10 7 025 m | = Outliner
Tv Q v o
® * & ItemLabel » Type

id Content to the Project A, ThirdPersonMap (Editor)

ght
Playground
® 3 % SM_Cube StaticMest

55 actors (1 selected)
# Deta

& SM_Cube

Handheld AR g‘l ' e R @ SR

_' StaticMeshCompone StaticMest
First Person

The first person template feat a player character (represente

a pair of s) which is wed from first pe

character can be move nd the level using keyboard, controller or

stick on a touck e. Additionally the player can look
oller or virtual joystick on a touch device.
ing r >, controller o
ce will fire a projectile
J objects in the level, whilst bounce off Transform
+ Add F Vylmport @ Save All © s nlayout % Settings
12 S tion Montage, Sound Wave, Skeletal
» Favorites Q > eleton, Static Mesh

v MyProject  Q Glass Types Used

Add to Project Cancel

L

: -« Femuetiair pf a W . BP.Zeva
fetaHuman y ir_pfn =
% mon

Blueprint Class
» Collection ® Q 8items (1 selected)

#5 Content Drawer [ Output Log BJCmd v

B8 Derived Data v & 1 Unsaved evision Control v

International Conference on Virtual Reality




3. Go to Content — FirstPerson — Blueprints.

Double click on BP_FirstPersonCharacter

A ThirdPersonMap

iiii

ternational Conferenc. irtual Reality
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4.Class Settings — Parent Class, search for and select: ConvaiBasePlayeTl_r"

[l Components
+Add Q
® BP_FirstPersonCharacter (Self)
% Capsule Component (Collis
&, Arrow Component (Arrow) E
2, Mesh (CharacterM:
W« FirstPersonCamera
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& Event Receive Controller Changed
FUNCTIONS Override v (@
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Content Drawer [ Output Log
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[}
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5. Navigate to Window — World Settings.

t _ Window

& Third!

Cinematics
Content Browser 3 H s &0
Details

$ ImgMedia

= Outliner tem
Viewports A, Thirc et
Virtual Production Lighting

Playground

& SM_Cube StaticMest

World Partition
Color Grading
Env. Light Mixer

Layers
SM_Cube

Levels
Light Mixer §% SM_Cube (Instance)

Place Actors
Variant Manager
World Settings
Open the World Settings tab, in which global properties of the level can be viewed and edited
Device Output Log
Message Log A
Output Log B = Transform

Open Marketplace
Quixel Bridge
= Fab

Static Mesh
Load Layout stocher

Save Layout

Materials

put Log
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6. Go to Game Mode — set Game Mode Override to

BP_FirstPersonCharacter.

A ThirdPersonMap
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7. Now when you hit Play, you control a character that can speak, listen, and TI_ITI

interact with LLM-powered NPCs in real time. Let’s try it out!

2 SM_SkySphere
&2 SM_SkySphere (Instance)
taticMesh
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Getting Started with Convai TUTI

Now we’ll head over to convai.com to define our character’'s name, backstory,
personality, and even their voice and accent.

Once ready, we’'ll integrate this character into our Unreal Engine NPC using the

Convai Character ID.
Let’s dive in!
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Sign up to Convai

To begin using Convai, go to_convai.com and sign
up or log in to your account.

This is where you’ll create and manage your Al-
driven virtual characters.

\IR ICVR 2025

rnational Conference on Virtual Reality

Sign in
Email address

Forgot Password?

Don’t have an account yet? Sign up here

OR

{5 sign in with Google

¢) sign in with Github
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https://convai.com/

1. This is your main dashboard after signing in. You’ll manage your

characters and spatial experiences from here.

.
onval layground ocumentation ideos lugins ricing

I3 Dashboard

No personal characters available now.

Start a new Simulation See all Scenes >

Sample Characters

\? ICVR 2025
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2. Click the little key icon in the top right to reveal your personal API key and TI_ITI

copy it.
°
convai ' » e e ppipwa e
e Wy Beshbonsd — =
T o N p—— o @

Sampie (ha e ters

|||||||||||||||||||||||||||||||
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3. Go to Edit > Project Settings in Unreal Engine to start the plugin

configuration.
&

00D

S

N

JERREE
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4. Scroll down the left panel and click Convai under the Plugins section.

Edit Win
(AL)
A ThirdPersonMap

B

= 1 O @10 & 10 2025 0l = = Outliner ® World Settings

Project - Description

Export Import
o These settings are saved in DefaultGame.in

About

‘ > _Cube
Dz Configure Convai settings _Cube (Instance)

StaticMeshComponent (StaticMeshCompone
Fracture Mode

B & &t

Groom
Holdout Composite
IMG Media

Interac

Level Seq Static
Live Link

Live Link Component

9

Materials

-2 ICVR 2025
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5. Paste your copied API key into the input field. Make sure to enable the NewTuTI

Action System checkbox as well.

Window T B

aaaaa
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6. Back in Convai, click Create Character to start designing your NPC.

G % convaicom/pipelir

convai

I Dashboard

My Characters

Create Character

My Experiences

Playground Documentation 2

ard

's See all characters >

Healthcare

Videos 2

W

Plugins 2 Pricing Contact

No personal characters available now.

Fire Station

ICVR 2025

International Conference on Virtual Reality

Character Dashboard | Convai

+ Create a new experience

Police Station

+ Create a new character b
S

64



7. Here you’ll define your character’s name and a background story. (You

can also generate it with Al.) Then, click on Create Character.

Create Character | Convai

reate-c

haracter

mE OBAX

Playground

Documentation 2

& Character Description

& Avatar

BE Voice And Languages

«

Videos 2 Plugins 2 Pricing Contact Ow €«

Create a New Character

Character’s Name

Akira

Core Descripti Style 321/1000 words

Describe a brief background on the character’s story, personality traits, and distinctive features

Name: Akira Johnson
Age: 21

Nationality: Australian Mgun avatar
Current Location: Heilbronn, Germany

University: Technical University of Munich (TUM), Heilbronn Campus Or, a random avatar will be assigned which you can
Program: BSc Information Engineering edit later.
Semester: 1st

»

Character Backstory: Akira Johnson

Akira Johnson grew up in a quiet suburb of Melbourne, raised in a household where culture,
resilience, and curiosity were equally valued. Her father, a robotics engineer from Ghana,
instilled in her a love for problem-solving and invention. Her mother, a Jamaican-born poet
and community organizer, taught her to never separate technology from the stories and lives

it touches. v

Visibility  Unlisted - Character

ICVR 202
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& Convai Character ® x & Drive''m - Google Drive

Avatar Studio

Configure Avatar

Choose Cat  Upload your
from samples your own ~ custom avatar

T2
24 Face Filter \

Lighting

L4

o5

Experience

mE O0OBAX

8. Then go to Avatar Studio, and choose one of them.

ICVR 2025
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9. Here you can select languages and voices for the character.

+

0f14a-37cb-11f0: 010a7be01f

Playground Documentation 2 Videos 2 Plugins 2 Pricing

Select Language and Speech [Beta] @ Update :

Set L, uage Add Custom Pronunciation New Word Recognition

anguages [Select up to 4 languages)

\ English v
K4 7

e

Voice Available Voices: 329

- Young Australian Feminine Voice -

N {'

L]

3

HiAkea, heard youte working on annteresting project at TUlL ) Your backstory sounds 1>

>

mE OB X
@
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10. You can also change the personality settings of the NPC :).

Convai Character

Playground Documentation 2 Videos 2 Plugins 2 Pricing Ow «
) SN
l &
Personality @ Update :
°
-
a None -
o
'
oo 0 i Ex it Agreeableness Sensitivity
More attention t Extrovert Agrecable Highly emotiona
a 4
® 2 e 2 ® 2 ® 2
) )
Distikes changes Let things happen Introvert Competitive Ravely emotional
] Meticulou

@ Openness Extraversion

Hi Akira, heard you're working on an interesting project at TUM! Your backstory sounds

>

mE OB X
)
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11. Once you are done, go to Character Description

> Copy Character ID.

@ DAX

Playground

Documentation 2 Videos A Plugins 2 Pricing

Character Description

Character’s Name
Akira
Core Description

Speaking Style Embodiment

Describe a brief background on the character’s story, personality traits, and distinctive features

Name: Akira Johnson

Age: 21

Nationality: Australian

Current Location: Heilbronn, Germany

University: Technical University of Munich (TUM), Heilbronn Campus
Program: BSc Information Engineering

Semester: Ist

Character Backstory: Akira Johnson

Contact

Character’s ID

& Update :

(e

717/1000 words

3

Akira Johnson grew up in a quiet suburb of Melbourne, raised in a household where culture, resilience, and curiosity were
equally valued. Her father, a robotics engineer from Ghana, instilled in her a love for problem-solving and invention. Her
mother, a Jamaican-born poet and community organizer, taught her to never separate technology from the stories and lives

it touches.

W

I Ak ot e ki on an et sting roject a2 TUML ) ( Your backatory soure 1

=
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12. Click on the character and go to Details > Convai Info > Char ID and

paste it.

TUTI
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All done! f TUTI

Once created, each character has a unique Character ID. This ID links the Convai
character to your Metahuman inside Unreal.

Now we have linked them. Feel free to run and talk to your character and see how it
speaks according to the created background story and other features!
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Some Additional Settings for VR TUTI

So far, we’ve successfully created an intelligent Metahuman powered by Convai
and integrated it into a standard Unreal Engine scene.

But how does this change when we move into Virtual Reality?
This next section will adapt our LLM-NPC setup to support VR headsets and

controllers, enabling real-time, immersive voice interactions in 3D space.

First, open an existing VR Project or create a new one, as already shown with
Unreal Engine.
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1. Go to Content Browser — Search VRPawn — Double-click
— Open Class Settings — Set Parent Class to ConvaiBasePlayer

nrelated L Class Settings ),# Class Defaults B Simulation » : N 1g objex ted v
# Details

x

Blueprint Options

M My Blueprint

+Add ¢
GRAPHS

nput Action Snap Turn Custom

Input Action Tum - Snap Tum

Thumbnail

Input Action Move - Teleport

onentNearMof

f Toggle Men:

F SetupBonePhysicsAndW

etP!
INTERFAC
MACROS

VARIABLES
[ Outputlog B Cmd v

V2 ICVR 2025
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2. Navigate to: VR Template > Input > Actions
— Right-click — Input > Input Action — Name it: IA_Talk

3, Import to /Game/TUMSphere/Input/Actions.
% Add Feature or Content Pack

Add Quixel Content

Fab

New Folder

= Blueprint Class
Level

& Material

*

x
s Niagara System

Animation
Artificial Intelligence
Audio
Blueprint
Cinematics
Editor Utilities
+ Add b ort veAll © A ! MS > Act Foliage

Favorites

(@) Force Feedback Attenuation
Live Link
Material

Media
Miscellan:

o\
=) Force Feedback Effect
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3. Go to: VR Template > Input > IMC_Hands

— Double-click to open the mappings

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn

- ‘HppEEEE - °

EEEEEEEI: © f

75



4. Click the + icon next to Mappings to add a new one.

X

ConvaiBasePlayer £ IMC_Hands+ InputMappingContext

# Details
Q

Mappings

o
)
o
oa
)
)
)
o
o

33333 3

5 Content Di

v ICVR 2025
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5. Select IA_Talk from the list and set input to Oculus Touch A (Right) PressTuTI

[s] X
23 IMC_Hands*

nputMappingContext
L =
=

# Details

& Input Action
F; Copy
W Clear

X 1A_Talq

Name =

>y 5

T

1A_Talk (Data Asset (Input Action))

Represents an abstract game action that can be mapped to arbitrary hardware input devices

Game/TUMSphere/Input/Actions

cedinput. InputAction
Boolean

Nos
Description
Descriptior

ntent Drawer M Output Log FICmd v

$* Revision Control v

v ICVR 2025
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6. Go to VRPawn and click on the top right edit icon

Debug  Window

VRPawn
= B i@ Compile : Dif £ Find Hide Unrelated : |48 Class Settings ,# Class Defaults B Simulation | 3

[M Components X Viewport EventGraph

+ Add >

ile Component (Cc

Component (Arrow) E

Bhdeiodl il Begin Play - Adjust VROrigin relative location, so it is inside of the collision capsule.
o Set Tracking Origin to floor
g Py A VGt e o 3 e o e

M My Blueprint

+Add Q

GRAPHS
Input Action Snap Tum Custom

FUNCTIONS Override v/

*# Construction Script Input Action Turn - Snap Turn

F StartTeleportTrace

J IsValidTelepc
f EndTeleportTrace
£ TryTelepor
ToTeiepor Input Action Move Around - Smooth Movement Input Action Move - Teleport

F GetGrabComponentNearMotionCc

f SnapTumn .
F ToggleMenu

f ToggleCustomMenu

F SetupBonePhysicsAndWeight

f ResetPlayerCollision

INTERFACES Movement Switch

MACROS ®
VARIABLES ®

awer M Output Log BaCmd v
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Interfaces

Thumbnail
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7. In the Event Graph, locate the section where character speech logic is

handled (instructions shown in a comment box like "Hold T to talk").

Yebug  Window
ConvaiBasePlayers

P, simulation B

®2 Talking 2 EventGraph

- Hold T to talk

- Press Enter to Type

- F10 to Open Settings All Actions for this Blueprint
X 1A_Ta

Context Sensitive

Input

Enhan Events
LEELREIN Event for when ‘InputAction /Game/TUMSphere/Input/Actions/IA_Talk IA_Talk’ triggers.

Note This is not guaranteed to fire every frame, only when the Action is triggered and the current Input Mode includes ‘Game

about Enhanced Input

Tip: Lse the )

FUNCTION:
a1 an change what execution pins are visible by default in the Enhanced Input Editor Preferences

Y truction Script
teMai

MACROS

VARIABLES

Components

Convai

EVENT DISPATCHERS.

STy
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8. Right-click in the graph and search for IA_Talk. Choose IA_Talk EnhancedTI_ITI

Action Event).

ConvaiBasePlayers
aults B

Talking EventGraph

- Hold T to talk

- Press Enter to Type

- F10 to Open Settings All Actions for this Blueprint Context Sensitive
X 1A_Ta

Input

Enhan Events
LEELREIN Event for when ‘InputAction /Game/TUMSphere/Input/Actions/IA_Talk IA_Talk’ triggers.

Note This is not guaranteed to fire every frame, only when the Action is triggered and the current Input Mode includes ‘Game’

q about Enhanced Input

Tip: Lse the
~u1.+an nange what execution pins are visible by default in the Enhanced Input Editor Preferences

MACROS

VARIABLES

Components
Convai

EVENT DISPATCHERS.

STy
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9. Connect: Started — Branch to enable Push-to-Talk — Start Talking
Completed — StopTalking event.

ConvaiBasePlayers

22 EventGraph

- Hold T to talk
- Press Enter to Type
- F10 to Open Settings

M My Blueprint

& Stan Talking

+ Add

GRAPHS

‘‘‘‘‘‘‘

EVENT DISPATCHERS
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And that's it!

We have successfully integrated our intelligent Al-powered NPC into a VR
environment , enabling live, immersive conversations with voice controls.
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NPC Conversation Test
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NPC Follow Interaction Test
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TUMSphere

TUMSphere

Research About Us

Welcome to TUMSphere

Exploring the future of education through virtual reality and
immersive technologies at Technical University of Munich.
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TUMSphere
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w
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Thank you very much for your attention!
Any questions?
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Integrating Al with Meta Human Avatars
iIn Unreal Engine

A complete hands-on guide to implementing smart
NPCs in Unreal Engine 5.5 using Convai.

Dr. Santiago Berrezueta

Technical University of Munich

Germany V? |CVR 2025
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